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ABSTRACT: In this paper, a system of nonlinear equations for the maximum likelihood

estimators as wel as the exact forms of the Fisher information matrix for Crovelli’s

bivariate gamma distribution and bivariate gamma beta distribution of the second kind

are determined. An application of the results to the rainfall data from the city of Passo

Fundo are provided.

KEYWORDS: Bivariate distributions; Hessian matrix; Hurwitz zeta function;
maximum likelihood estimators.

1 Introduction

Motivaded by their crescent use, especially in the analysis of non normal
data, several bivariate gamma models can be found in literature, see, for example,
Balakrishnan and Lai (2009). Among all bivariate gamma models in literature,
we have the Crovelli’s and bivariate gamma beta of the second kind distributions,
whose joint density probability functions (pdf) are given, respectively, by

f (x, y) =


αβe−αx

[
1− e−βy

]
if 0 ≤ β

α
y ≤ x (I)

αβe−βy [1− e−αx] if 0 ≤ α

β
x ≤ y (II)

(1)

for x, y, α, β > 0, and

f(x, y; a, c, α, β) = Kxα−1yβ−1e−(ax+cxy) (2)
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for x, y, α, β, a, c > 0, where K is the normalization constant defined by

K =
cβaα−β

Γ(β)Γ(α− β)
.

It can be seen in Silva et al., (2013a, 2013b) that the exact distributions of
the variables U = X + Y , P = XY and Q = X/(X + Y ) when X and Y follow
(1) and (2) were deducted and successfully implemented on modeling hydrological
processes.

The aim of this work is to calculate the Fisher information matrices (FIM)
corresponding to models (1) and (2), respectively. For a given observation (x, y)
the FIM is defined by

(Ijk) =

{
E

(
−∂

2 lnL(θ)

∂θj∂θk

)}
(3)

for j = 1, 2, ..., p and k = 1, 2, ..., p, where L(θ) = f(x, y) and θ = (θ1, θ2, . . . θp) are
the parameters of the pdf f .

The information matrix plays a significant role in the statistical inference in
connection with estimation, sufficiency and properties of variances of estimators
(COX and HINKLEY, 1974). It is related to a way of measuring the amount
of information that an observable random variable X carries about an unknown
parameter θj of a distribution that models X. Fisher’s information provides a
limitation for the variance of the non-additive variance estimator uniformly from
θj . The FIM is used to calculate the covariance matrices associated with maximum-
likelihood estimators. It can also be used in the formulation of test statistics, such
as the Wald test (LIU et al., 2014); for intervals estimation and hypothesis tests on
the distribution parameters (BARROS et al., 2017; LOUZADA et al. , 2018), and
it is also applicable to unknown systematic errors (FISCHER, 2018).

Deriving the explicit formulae for the elements of the Fisher information matrix
for the complicated distributions have attracted the interest of several authors
(see NADARAJAH, 2006a; PARK and KIM, 2007; ALI and NADARAJAH, 2007;
GUPTA and NADARAJAH, 2007; QIAN, 2012). In a tutorial presented by Ly et
al. (2017) the authors illustrate the use of Fisher’s information in three different
paradigms: in the frequentist, Bayesian, and paradigm of information theory. A
general theory regarding information quantities such as the Fisher score, the Renyi
entropy, and the Fisher information of a random vector in Rn is presented in Lv
(2017).

A system of nonlinear equations for the maximum likelihood estimators and
exacts forms of the Fisher information matrix are derived in Section 2 and Section 3,
for Crovelli’s bivariate gamma distribution and bivariate gamma beta of the second
kind distribution, respectively. An application of the results to rainfall data from
the city of Passo Fundo is illustrated in Section 4.

The calculations involve some special functions such as the Gamma function
defined by
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Γ (s) =

∞∫
0

ts−1e−tdt (4)

the psi function defined by

ψ (s) =
d

ds
[ln Γ (s)] (5)

the Riemann zeta function defined by

ζ(s) =

∞∑
n=1

1

ns
(6)

the Hurwitz zeta function defined by

ζ (s, a) =

∞∑
n=0

1

(n+ a)
s , a > 0, (7)

and the identity

d

ds
ψ(s) =

∞∑
n=0

1

(n+ s)
2 (8)

The properties of these special functions can be found in Oldham et al., (2009) and
Beals and Wong (2010).

2 Crovelli’s bivariate gamma distribution

In this section we present a system of nonlinear equations for the maximum
likelihood estimators and an exact form of the Fisher information matrix for
Crovelli’s bivariate gamma distribution. In some papers, such as (GUPTA and
NADARAJAH, 2007; NADARAJAH, 2006a, 2006b; ALI and NADARAJAH, 2007),
the authors have determined the FIM for probability density functions(pdf’s)
considering only one sample point in the pdf’s sample spaces. In this paper we’ve
calculated the FIM for Crovelli’s and gamma beta II bivariate distributions for a
set of n observations, (x1, y1), . . . , (xn, yn), in their respectively sample spaces.

2.1 Maximum likelihood estimators

Let (x1, y1), . . . , (xn, yn) be observations having the joint probability density
function given by (1). Let’s reorder it such that (x1, y1), · · · , (xk, yk) are in the
region (I) and the last ones (xk+1, yk+1) · · · , (xn, yn) are in the region (II) of (1),
as shown in Figure 1.

Then, the likelihood function, L(α, β) =

n∏
i=1

f(xi, yi), is given by
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Figure 1 - Region of integration.

L(α, β) =


k∏
i=1

αβe−αxi [1− e−βyi ] , 0 <
β

α
yi < xi

n∏
j=k+1

αβe−βyj [1− e−αxj ] , 0 <
α

β
xj < yj

(9)

Consequently, the log-likelihood function is given by

lnL =


k lnα+ k lnβ − α

k∑
i=1

xi +

k∑
i=1

ln[1− e−βyi ] , 0 <
β

α
yi < xi

(n− k) lnα+ (n− k) lnβ − β
n∑

j=k+1

yj +

n∑
j=k+1

ln[1− e−αxj ] , 0 <
α

β
xj < yj

The first-order derivatives of the log-likelihood function are

∂ lnL

∂α
=


k

α
−

k∑
i=1

xi , 0 <
β

α
yi < xi

n− k
α

+

n∑
j=k+1

xje
−αxj

1− e−αxj
, 0 <

α

β
xj < yj

∂ lnL

∂β
=


k

β
+

k∑
i=1

yie
−βyi

1− e−βyi
, 0 <

β

α
yi < xi

n− k
β
−

n∑
j=k+1

yj , 0 <
α

β
xj < yj

Hence, the maximum likelihood estimators (MLE’s) of parameters (α, β) are
obtained by solving

∂ lnL

∂α
= 0 and

∂ lnL

∂β
= 0

which results in the following system of nonlinear equations
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

n

α
−

n∑
i=1

xi +

n∑
j=k+1

xj
1− e−αxj

= 0

n

β
−

n∑
i=1

yi +

k∑
i=1

yi
1− e−βyi

= 0

.

2.2 Fisher information matrix

The Fisher information matrix for model (1) is obtained by taking expectation
on the Hessian matrix of the log-likelihood function, as following:

I =


E

(
−∂

2 lnL

∂α2

)
E

(
−∂

2 lnL

∂α∂β

)

E

(
−∂

2 lnL

∂β∂α

)
E

(
−∂

2 lnL

∂β2

)


The second-order derivatives are given by

∂2 lnL

∂α2
=


− k

α2
, 0 <

β

α
yi < xi

−n− k
α2

−
n∑

j=k+1

x2je
−αxj

(1− e−αxj )2
, 0 <

α

β
xj < yj

∂2 lnL

∂α∂β
=
∂2 lnL

∂β∂α
= 0.

∂2 lnL

∂β2
=


− k

β2
−

k∑
i=1

y2i e
−βyi

(1− e−βyi)2
, 0 <

β

α
yi < xi

−n− k
β2

, 0 <
α

β
xj < yj

The expectations are given by

E

(
−∂

2 lnL

∂α2

)
=

1

2

(
k

α2

)
+

1

2

(
n− k
α2

)
+ αβ

n∑
j=k+1

∫ ∞
0

∫ ∞
αxj
β

x2je
−αxje−βyj

1− e−αxj
dyj dxj

=
1

2

n

α2 + αβ

n∑
j=k+1

∫ ∞
0

− 1

β

x2je
−αxj

1− e−αxj
e−βyj

∣∣∣∣∞αxj
β

dxj

=
1

2

n

α2
+ α

n∑
j=k+1

∫ ∞
0

x2je
−2αxj

1− e−αxj
dxj (10)
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Each one of the integrals

Ij =

∫ ∞
0

x2je
−2αxj

1− e−αxj
dxj , j = k + 1, . . . , n,

can be calculated by considering the geometric series representation of the function
x2je
−2αxj

1− e−αxj
. In fact, putting a = x2je

−2αxj and r = e−αxj =
1

eαxj
, we conclude that

the ratio r satisfies the condition |r| < 1, for all xj > 0. Then, the geometric series
converges to

a

1− r
=

∞∑
n=1

arn−1

so that we have

x2je
−2αxj

1− e−αxj
=

∞∑
n=1

x2je
−2αxj

(
e−αxj

)n−1
=

∞∑
n=1

x2je
−(n+1)αxj (11)

Now, each Ij can be calculated as following

Ij =

∞∑
n=1

∫ ∞
0

x2je
−(n+1)αxjdxj

=

∞∑
n=1

1

(n+ 1)3α3

∫ ∞
0

t2je
−tjdtj

=
2

α3
[ζ(3)− 1] (12)

Hence, the equation (10) can be rewritten as

E

(
−∂

2 lnL

∂α2

)
=

1

2

n

α2
+ α

n∑
j=k+1

2

α3
[ζ(3)− 1]

=
1

2

n

α2
+

2(n− k)

α2
[ζ(3)− 1] (13)

=
1

α2

{n
2

+ 2(n− k)[ζ(3)− 1]
}

(14)

(15)

Using similar calculations, we can show that

E

(
−∂

2 lnL

∂β2

)
=

1

β2

{n
2

+ 2(n− k)[ζ(3)− 1]
}

(16)
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Consequently, we can express the FIM as

I =


1

α2

{n
2

+ 2(n− k)[ζ(3)− 1]
}

0

0
1

β2

{n
2

+ 2(n− k)[ζ(3)− 1]
}


3 Gamma beta II bivariate distribution

In this section we present a system of nonlinear equations for the maximum
likelihood estimators and an exact form of the Fisher information matrix for the
gamma beta II bivariate distribution.

3.1 Maximum likelihood estimators

Let (x1, y1) , (x2, y2) , . . . , (xn, yn) be a random sample of the random variable
(X,Y ) with joint distribution expressed by (2) from parameters a, c, α and β. The
likelihood function is given by

L(a, c, α, β) =

n∏
i=1

f(xi, yi) =

n∏
i=1

Kxα−1i yβ−1i e[−(axi+cxiyi)]

where K is defined by

K =
cβaα−β

Γ(β)Γ(α− β)
, α > β.

The log-likelihood function can be written as

lnL = n lnK + (α− 1)

n∑
i=1

ln (xi) + (β − 1)

n∑
i=1

ln (yi)− a
n∑
i=1

xi − c
n∑
i=1

xiyi (17)

The first-order derivatives of (17) are

∂ lnL

∂a
=

n (α− β)

a
−

n∑
i=1

xi

∂ lnL

∂c
=

nβ

c
−

n∑
i=1

xiyi

∂ lnL

∂α
= n ln a− nψ (α− β) +

n∑
i=1

ln (xi)

∂ lnL

∂β
= n ln c− n ln a− nψ (β) + nψ (α− β) +

n∑
i=1

ln (yi)
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where ψ(·) denotes the psi function given by equation (5).
The maximum likelihood estimators of (a, c, α, β) are obtained by equating all

the first-order derivatives above to zero. We can show that the MLE’s are related
by the following equations

n
(
α̂− β̂

)
â

−
n∑
i=1

xi = 0

nβ̂

ĉ
−

n∑
i=1

xiyi = 0

n ln (â)− nψ
(
α̂− β̂

)
+

n∑
i=1

ln (xi) = 0

n ln (ĉ)− n ln (â)− nψ
(
β̂
)

+ nψ
(
α̂− β̂

)
+

n∑
i=1

ln (yi) = 0

3.2 Fisher information matrix

The entries above the main diagonal of the FIM of model (2) are obtained by
calculating the expectations of the negatives of the following second order derivatives
of (17).

∂2 lnL

∂a2
= −n(α− β)

a2

∂2 lnL

∂a∂c
= 0

∂2 lnL

∂a∂α
=

n

a
∂2 lnL

∂a∂β
= −n

a

∂2 lnL

∂c2
= −nβ

c2

∂2 lnL

∂c∂α
= 0

∂2 lnL

∂c∂β
=

n

c

∂2 lnL

∂α2
= −n ∂

∂α
ψ(α− β)

∂2 lnL

∂α∂β
= n

∂

∂α
ψ(α− β)

∂2 lnL

∂β2
= −n

[
∂

∂β
ψ(β) +

∂

∂α
ψ(α− β)

]
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Since all of the second derivatives of (17) are constants, the elements of the FIM
are simply the negatives of the second derivatives. Using the identity (8) we can
show that the FIM is given by

I =



n(α− β)

a2
0 −n

a

n

a

0
nβ

c2
0 −n

c

−n
a

0 nζ(2, α− β) −nζ(2, α− β)

n

a
−n
c

−nζ(2, α− β) n[ ζ(2, β) + ζ(2, α− β) ]



4 Application

In this section we provide an application, with real data, of the results of
Section 3. Our data were collected from a series of 730 days of rainfall observations,
from July 2009 to July 2011, performed by the Embrapa Trigo Laboratory of Mete-
orology Applied to Agriculture, (http://www.cnpt.embrapa.br/pesquisa/agromet)
located at Passo Fundo, State of Rio Grande do Sul, Brazil (latitude: 28o15′46′′

S; longitude: 52o24′24′′ W, altitude: 684 m). Our random variables are pairs
(Xj , Yj) , j = 1, ..., n, where Xj is the number of consecutive rainfall days and Yj
the number of consecutive non-rainfall days. More specifically, suppose that the first
of the 730 days were a rainfall day, then we count the number of consecutive rainfall
days and call X1; the number of consecutive following non-rainfall days is Y1, and
so on. Following this procedure, we got n = 118 climatic periods (observations).

Given a sample (x1, y1) , (x2, y2) . . . (xn, yn) of (X,Y ), the maximum likelihood
estimators of the parameters of the bivariate model gamma beta of the second kind
and standard errors are:

â = 0.8654(0.1183); ĉ = 0.1899(0.0269); α̂ = 3.3920(0.2965); β̂ = 1.2842(0.1503).

The standard errors of the parameter was computed by inverting the expected
information matrix. The corresponding estimates of the elements of the FIM of the
model are given by

I =


332.29 0 −136.42 136.42

0 4241.53 0 −624.34
−136.42 0 71.31 −71.31
136.42 −624.34 −71.31 207.45

 (18)

The variance-covariance matrices of parameters of distribution is obtained by
calculating the inverse of the (18), resulting in
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Cov
(
â, ĉ, α̂, β̂

)
=


0.0140 −− −− −−
0.0000 0.0007 −− −−
0.0268 0.0033 0.0879 −−
0.0000 0.0033 0.0226 0.0226

 (19)

The calculations of the FIM and its inverse matrix were obtained by using the
software R (R CORE TEAM, 2019) and its package VGAM (YEE et al., 2015) .

Conclusion

The estimators of the parameters of the models were discussed by using the
maximum likelihood method. Explicit expressions for the FIM’s for Crovelli’s and
gamma beta II bivariate distributions were derived. The expressions involve the
Hurwitz zeta function. The use of the results to calculate the standard error of the
maximum likelihood estimators were also illustrated.
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RESUMO: Neste artigo, um sistema de equações não lineares para os estimadores de

máxima verossimilhança, bem como as formas exatas da matriz de informação de Fisher

para as distribuições gama bivariada de Crovelli e gama beta do tipo II, são fornecidos.

Uma aplicação dos resultados aos dados pluviométricos da cidade de Passo Fundo é

fornecida.
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