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Abstract

Movement of animals is often characterised by direction (measured on the circle) and distance (measured
on the real line); but traditionally employed models often do not account for potential asymmetric direc-
tional movement, or departures from the usual von Mises assumption for direction and gamma/Weibull
assumptions for distance. This paper focuses on the modelling of circular data in this animal movement
context relying on a previously unconsidered circular distribution (the sine-skewed von Mises) which
provides a platform for departures from symmetry. In addition, alternative models to usual distance as-
sumptions are considered, namely the power Lindley (as a mixture of gamma and Weibull distributions) as
well as a Gumbel candidate. Computational aspects and investigations of this joint modelling (presented as
a consensus model) are highlighted, accompanied by an extensive bootstrap study. A general hidden state
Markov model is used to incorporate these essential components when estimating via the use of the EM
algorithm, and goodness of fit measures verify the validity and viable future consideration of the newly
proposed theoretical models within this practical and computational animal movement environment.

Keywords: Angular regression, Asymmetry, Bootstrap, Directional statistical model, EM algorithm,
Hidden Markov model, Spatio-temporal time series.

1. Introduction

Understanding an animal’s movement and behavioural pattern is essential but is often complex.
The considerations of several factors such as climate change, pollution, land use and proliferation of
other invasive species and diseases are often difhicult to quantify (Van Niekerk, @ . The primary
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challenge in animal movement modelling considering these factors and various environmental fea-
tures identified within a habitat is the validation of a statistical approach since the true and exact
natures of the animals are rarely known. To this end, most quantitative and statistical techniques
fall short in appropriately accounting for sufficient directional targets influencing the animal’s be-
haviour of movement.

There is no single universally accepted method for the inference of the behavioural states i.e.,
"resting", "foraging", and "travelling", which generate the recorded geographical location of an-
imals. Various robust statistical techniques and pliable animal movement models are required for
the modelling of animal movement (Nicosia ef al, [2017). Displacement may be expressed as the
direction and distance between two consecutive points with a circular-linear process modelling the
movement within a two-dimensional discrete environment. Hidden Markov Models are popular
considerations within animal movement models to segment movement pathways into latent be-
havioural states due to their flexibility and practicality (Goodall et al,|2017). In animal movement
modelling, the theoretical models for the directional movement and distances travelled by the animal
is of utmost importance. This extends to animal movement models utilising Markov hidden states to
classify the latent behavioural states of the animal’s movement. The gamma and Weibull distribu-
tions are popular candidates for distance modelling in conjunction with the von Mises distribution
for directional modelling. The directional model includes the von Mises distribution which is the
most popular choice in animal movement modelling (Nicosia et al, 2017). The symmetric, uni-
modal nature of the von Mises distribution makes it an attractive choice when modelling direction
(Jammalamadaka & Sengupta, 2001), specifically when the directional data of the animal shares these
symmetric, unimodal characteristics. Furthermore, the simplicity of the form of the pdf (probabil-
ity density function) makes it an easily implementable choice within an animal movement models
(Nicosia ef al,,2017).

1.1 Model Outline

Consider a data set which consists of the time series:
{}/[, d[, X¢, Zg, [ = 0, ey T} (1)
where

* y: € [0,27) represents the direction between the animal’s location from time step ¢ to time step
t+ 1.
* d; > 0 represent the distance between the animal’s location from time step ¢ to time step ¢ + 1.

* X¢ = (x14,. .., %) are the values of the n explanatory angular variables which are measured
which could be used to predict y; or d;.
* z¢ = (21, ..., zu) are the values of the n explanatory real variables which are measured which

could be used to predict y; or d;.

The explanatory variables xjq and Zj,j=1,...,nare associated to the direction and distances of
the animal being observed with respect to the position of the animal at the previous time step. The
set of all observed directions and distances are denoted by (yo.1, do.1) = {(yr.di), 1 = 0,..., T} for
simplicity. The observed information for the variables involved, i.e. directions, distances and ex-
planatory variables are denoted by a filtration ﬁto . The reason for this denotation is to differentiate
the observed data from unobserved data (ibid.).

The hidden process S;, r = 1,..., T is used in this model to represent the behaviour i.e. state
in which the animal is in at time ¢. This is due to the fact that animals exhibit multiple behavioural
patterns over time. These changes in behavioural patterns are not observed over time, so this hidden
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state will account for these behavioural changes over time. The set of the possible hidden states
are denoted by Sy.r = {Sp,...,St}. The complete data filtration is denoted by .#f which is the
filtration generated by .% and the hidden information until time . The joint pdf for the complete
data is therefore:

f(}’O:T, dO:T,SO :T Hg Sl7, )’[7 1S, 7, ) (2)

where g(-) represents the pdf of the hidden data and k() represents the pdf of the observed data.
Specific assumptions have been made for the directional-distance proposals to remain theoretically
and empirically practical. These assumptions are detailed by (ibid. and readers are encouraged to
view this paper for further details.

1.2 Circular-regression model

The direction y; is assumed to have its mean direction being dependent on y,_; together with
other explanatory variables and a homogeneous error (ibid.). This homogeneous error depended on
a fixed concentration parameter k. A consensus error model was adapted in order to combat multi-
modal log-likelihoods which affected the estimation procedure outlined by Nicosia et al,, 2016, This
method is adapted for the sine skewed von Mises (ssvM) distribution for comparison where this was
originally designed by Nicosia ef al,[2017| for the von Mises distribution.

A consensus error model for the direction y; with knowledge of the animal being in state k
depends on the vector (ibid.)

k_ () (cos(yr cos(xi) _
V=K (smy,_) ZK Z”(bln )) t=1,...,T, 3)

B = ( (k) (k)

Ky »- oo Kn ) represent the unknown parameters dependent on state k. In terms of the

(k) (k) (k)

ssvM distribution, its mean direction denoted by ;" is the direction of V;"’. The parameters k;
quantify how target i influences the animal’s directional movement. Further detail of the circular-
regression model is outlined in Section 2.1.

where k!

1.3 Paper outline

The distance models considered in literature include the Gamma and Weibull distributions (Lan-
grock et al,2012; Nicosia et al,2017; Van Niekerk, [2018) where distance refers to the distance trav-
elled by the animal between consecutive time steps i.e. their step lengths. Both distributions have a
shape and scale parameter with appealing pdf characteristics which make them good candidates for
the modelling of distances, and need to be able to accurately measure these distances within their
respective movement states i.e. hidden Markov states. However, these models are sometimes limited
in their flexibility and usage when accounting for irregular movement, and theoretical limitations
of the distributions themselves such as lesser degrees of skewness and kurtosis. To this effect, two
alternative distance models are considered in this paper, namely the power Lindley distribution and
the Gumbel distribution. To further circumvent theoretical underpinnings of the von Mises distri-
bution in terms of skewness and unimodality, the sine-skewed von Mises distribution is introduced
as a contender for modelling direction of animal movement - in both cases, are introduced and
described in Section[2} The models are comparatively investigated and applied to real caribou data
after the necessary description of the Expectation Maximisation (EM) algorithm in Sections 3{and
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respectively, and a bootstrap study sheds further insight into these computational considerations
of new theoretical contenders. Throughout, computational considerations remain at the forefront
of this paper’s main propositions to allow an interpretative contribution for the future practitioner.

The paper concludes with final thoughts in Section

2. Alternate models for direction and distance

In this section, focus is drawn to the ssvM distribution as an alternative in direction modelling
and the power Lindley distribution as an alternative in distance modelling in this specific animal
movement model context.

2.1 Sine-skewed von Mises distribution
The pdf of the ssvM distribution is given by (Abe & Pewsey, 2011):

f()’t) — exp(f, COS(Yt —ﬂ))

o) (i) <y @

where £ > 0 is the concentration parameter, =7t < 1 < 7 is the location parameter, ¢ € [-1,1] is
the skewness parameter and Iy({;) is the modified Bessel function of the first kind of order 0 with
form (Jammalamadaka & Sengupta, [2001):

1 27
() = — /O exp(ts cos(y)dy,.

27
The pdf of the ssvM is skewed to the left when ¢ > 0 and skewed to the right when ¢ < 0. The
parameter r = 1,2,3,... is a positive integer value which influences the multimodality of the pdf.
When r = 1, the pdf is both unimodal and bimodal, but for r > 1 the pdf is always multimodal.
When the skewness parameter ¢ = 0, the model simply reduces to the usual von Mises distribution
(Mardia & Jupp, 2009). This parameter enrichment adds value within the practical considerations as
an already existing model is encapsulated within this proposed generalised circular consideration.

When {; increases with ¢ remaining constant, the peak of the ssvM pdf increases and is more
centred around its mean. However, as {; decreases, the flatter the shape of the ssvM pdf becomes

and the peak of the pdf decreases. The cdf of the ssvM is defined by (Abe & Pewsey, 2011):

F) = Falp) + 5 -y esple) =esplt cos (=),

<y < 4,20, -1<p< 1, -m<n<m

where Fy(y;) is the cdf of the base von Mises distribution. The p-th trigonometric moment of the
ssvM is given by (ibid.):

oy = cxplipn) 4,(€) (1 ; ff’)

where A,((;) = Z E?; is the pth trigonometric moment of the von Mises distribution. The ability

to account for bimodality, skewness and asymmetry is an appealing feature of the ssvM, therefore
making it an appropriate consideration for directional movement modelling.

In context of the circular-regression model outlined in Section the concentration parameter

of the ssvM distribution denoted by fgk) is the length of the vector (3) for the consensus error model.
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(k)

This indicates that the concentration parameter ¢; is dependent on the level of agreement between
the directional targets under consideration. The pdf of the direction given the observed data and
concentration parameter is (Nicosia et al,[2017):

(k (k)
X { 3(y; — N . A
Sy = 2L 5 Czong) 4 (14 o sty - i), =17 )
Tt i

Since ugk) and ﬁfk) are the direction and length of the same vectors, from (3) and (5):

exp{k® cos(y; = yi1) + Ty kW 2y cos(y, - xi)}
2rely (¢

><<1+d)§k) <5myt yt1 ZK thblny[ x,,))), t=1,...,T. (6)

f()’tlfr 1K (L)) =

(k)

This parameterisation is of importance since it results in a numerically stable model with «;
being the canonical parameters of a distribution which belongs to the exponential family.

2.2 Power Lindley distribution

If VV has a Lindley distribution, D, = Vé has the power Lindley distribution with the following
pdf (Ghitany er al,[2013):

‘XBZ o\ joe—1 x
B A+ AP exp(=pdi*) = psi(di) + (1= p)si (),

where p = %, s1(dy) = aBd™ ! exp(-BdX) and s3(d;) = ap?d?*! exp(-pdX). Thus, the power
Lindley distribution is a two-component mixture of a Weibull distribution with shape parameter
oo > 0 and scale parameter 3 > 0 and a generalised gamma distribution (Bain & Engelhard, [1987)
with shape parameter of 2 and a scale parameter of 3 > 0 with a mixing proportion of 0 < p < 1 as

defined above.

fd) =

The intrigue about the power Lindley distribution lies in its shape characteristics and its mixture
distribution with the gamma and Weibull distributions whilst remaining tractable as a contender
since these distributions are the most popular distance models in animal movement. The moments
maximum likelihood estimators are explained in detail by Ghitany ef al, 2013, Ghitany er al,[2013
illustrates that the skewness of the power Lindley distribution may be negative which offers flexibil-
ity over the traditional Lindley distribution and other parametric considerations for distance mod-
elling. This flexibility in accounting for skewness, variety of shape characteristics and versatility of
the shape characteristics of the pdf make the power Lindley distribution an interesting consideration
in the context of animal movement.

2.3 Gumbeldistribution
The Gumbel distribution is a special case of the generalised extreme value type 1 distribution
(Kotz & Nadarajah, 2000) and is unimodal with a pdf (Chakraborty & Chakravarty, 2014)

f(dy) = éexp (—d[; H) exp <—exp (—d[; H)) , —00 < d; < 00,
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where —00 < 1 < 0o represents the location parameter and o > 0 represents the scale parameter. The
Gumbel distribution is also known as the log-Weibull distribution. The corresponding cdf for the
Gumbel distribution is given by (ibid.)

F(d) = exp (—exp <_df; ”)) .

In the case where u = 0 and o = 1, this distribution is the standard extreme value distribution.
The Gumbel distribution is typically used for modelling the maximum or minimum of a number
of samples of various distributions. The shape of the Gumbel distribution pdf is unimodal and is
typically skewed to the right. However, if it increases, the pdf will shift to the left. [ibid. highlight
the moments and moment generating function in further detail. The intrigue surrounding the
Gumbel distribution is firstly its relation to the Weibull distribution and secondly, could be a useful
consideration when distances tend to have more extreme values or consist of primarily of smaller
distances.

3. Estimation Aspects And Inferential Procedures

The model framework is largely inspired by the work of Nicosia er al, 2017| with the alterna-
tive direction and distance considerations incorporated into this modelling framework. The ssvM,
the power Lindley and Gumbel distributions are being evaluated as alternative considerations for
direction and distance respectively.

3.1 The Markov Processes For The Hidden States
The hidden process So.7 is a homogeneous Markov chain (i.e. transition probabilities inde-
pendent of ). Therefore, at any time step f, the animal is in a state ranging from {1,...,K} and
g(SAZE,) = g(SiSi—1) (ibid.). This allows the description of Sy, as a discrete-time homogeneous
multinomial process. This permits the definition of the sequence {S;,# = 0,..., T} of multinomial
vectors S; = (S, . . ., Sk;) where Sj; = 1 and Sy, = 0 for all // i whenever S, =ifori,i’ = 1,...,K.

At the time ¢ = 0, it is set that P(Sy, = 1) = (), such that (), > 0, k = 1,...,K and
S, (7o) = 1. Te should be noted that (7rp),, presents the initial distribution of the h1dden process.
It’s assumed that this initial distribution of the hidden process is known. The transition probabilities
are denoted by 7y, = P(Sy, = 1|S/ 1 =1)forl,k=1,2,...,K. The hidden process contributes to the
complete data pdf given in (2) as a function of Sy, and the transition probabilities in the following
way (ibid.):

T T K
L7 - [TTITL
=1

=1 [=1 k=1

The aforementioned methodology holds for any number of states K, but the case of K = 2 is the
only case considered in this modelling scenario.

3.2 Inferential Procedures And EM Algorithm

In this section, the inferential procedures and EM algorithm are explained. A procedure to
estimate © = (71, k, A), where

* 7t represents the transition probabilities in a K x (K - 1) vector,
* k represents the K x (p + 1) unknown parameters for the angular model and
* A represents the 2K parameters of the distance variable model.
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Given that we have the series of observations as before denoted by , the likelihood function
of the parameters in the model are written as a product of the one-step ahead predictive densities,

T
H{Zﬁ Yt|yz1v )hL(dt’ AM)p(s /e=1|9£1,9)} (7)

1 k=t

where P(S,, = 1|§5£1, ©) for t = 1,..., T represents the predictive probabilities which are recur-
sively calculated using a filtering-smoothing algorithm which permits the evaluation of the likeli-
hood function . The EM algorithm predicts the underlying state of the animal at each time point
which leads to greater knowledge of their movements and behavioural patterns.

The function of the EM algorithm is to maximise the likelihood in the presence of missing or

unobserved data. To evaluate the EM algorithm, the complete data log-likelihood function should
be computed which follows from (2) and :

T K K
lOchomp ete Z Z Z Sy f—lsLtlog rL fir, ‘]f))

=1 r=1 k=

—_

Sidog(fulyd 7L, k)

l"gﬂw
M= 20

+

Sktlog(hk(dt|¢(k))) (8)

M~

1=

—_
=~
i

1

Let 0,, denote the value of the estimate of © as previously defined after the M iteration of the EM
algorithm. The (1 +1)™ iteration begins with one of the iteration of the E-step which will evaluate
the expected value of the complete log-likelihood with respect to the conditional distribution of the
missing data given the observed data which is expressed as follows:

Q(ele,) = ESO:T[lochomp ere(© JT)L?% n
T K K
= Z Z Z E(S,’t_1S/\,,[|f%, én)log(ﬂrle(”ra qr)
=1 r=1 k=1
T K
+ Z Z E(S/\,Aﬂ%, én)log([k(}’tlnggl» K(L))))

=1 k

Il
N

I
—

+

E(Sp A7, 6,)log(hy(d A1) 9)

M~
M =

t

I
—_
=~
I
N

Hereafter, the value of 0,1 is calculated in the M-step as the value of ® which will maximise

Q(016,).

The E-Step ) A
1. Compute the filtering probabilities for E(S,’t_lSk_[lﬁ%, 0,) and E(Sktlfqo-, 0,) from @ using the
filtering-smoothing algorithm as defined by (ibid.).
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2. Compute the smoothing probabilities using Bayes theorem for both E(S, 1S, .73, 0,) and
E(Sktlgz% 0,) using the filtering-smoothing algorithm.

The M-step

1. Maximise each individual element in @ since they each depend on different parameter sets.
2. Maximise the hidden Markov process by:

A = S L ES 18 )7, 6,)
" lel E(Sr,t—1|y0’ en)

using the estimates obtained from the E-Step.
3. The M-step depends on i (d/]A®)) which represents the distance component of the model. The
estimates for this pdf is calculated using numerical optimisation such as the Newton-Raphson

algorithm of the weighted log-likelihood.

To combat the issue of convergence to spurious or local maxima of the likelihood function
and maintain consistency in the algorithm, the EM algorithm is run using many random initial
starting values for a few iterations and perform a check for spurious and local maxima. Parameter
values are chosen based on which values yield the highest likelihood values for use as the starting
values of the EM algorithm which is run until convergence (Biernacki et al, 2003).

Two hidden hidden states are assumed based on previous literature and studies performed by
various authors in this research field (Nicosia ef al,[2017). The selection of two states for the hidden
process enables interpretability within the animal movement model environment. The directional
targets and environmental features to be considered were selected using the AIC, BIC and Wald’s
test criteria (with the results presented in Table . These criteria together with the log-likelihood
values were used to determine which combination of alternative direction and distance models could
be useful considerations when modelling animal movement.

The various combinations of direction and distance models were determined using these criteria
and the log-likelihood values for animal movement modelling.

4. DataApplication And Discussion

In this section, the results from the aforementioned fitted model and their respective alternate
parametric considerations are presented. This model was applied to data about the movement from
forest caribou in Canada. This data involved 23 animals with various home ranges. Locations
were measured every 4 hours during the 2006-2007 winter period with a total number of 617
observations. The data consists of four variables, namely:

* y:: the direction of the animal at time point 1.

* Xcue: the direction to the closest cut (which is a forest stand which has been cut within a period
ranging from 5 to 20 years ago).

* Xcenter: the direction pointing towards the centroid of a cluster of recently visited locations.

* d;: the distance between the animal’s location from time step ¢ to time step ¢ + 1 in kilometres.

Descriptive statistics revealed that majority of the values of d; lie between 0 and 1, indicating
that the animals tended to travel small distances within the four hour intervals. A map indicating
the animal trajectory is presented in Figure [1f (ibid.).
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Figure 1. The trajectories of the caribou in he observed time period where the blue circle represents the starting point and
the green circle represents the end of the observed trajectory. The area highlighted in yellow represent the areas in the
environment with regenerating cuts (ibid.).

The locations which the caribou visits between times 0 and time r—1 at time ¢ are grouped into
clusters. For example, cluster 1 refers to the set of locations visited by the animal between times
0 and #1. The centroids (i.e. middle-points of the clusters) are calculated for these clusters and the
cluster whose centroid is closest to the animal’s current position is used in order to compute the

Xcenter-

4.1 Original Model Fit

A two-state model with K = 2 which was proposed and is fitted to the caribou data. For this
model, state 1 represents the "travelling" state where larger distances are travelled whereas state 2
represents the "encamped" state where minimal movement is noticed. The explanatory variables
considered in this study are directional persistence , xcyc and xcencer- These explanatory variables

(k) (k) (k)

are represented by the parameters Kpersise> Keut and Kiencer in the model respectively where k= 1,2

represents the current state of the model. In the model, n;, and q;, denote the size and probability of
a negative binomial distribution of the waiting time of state k. Both ¢; and ¢, form the transition
probability matrix for the hidden Markov chain denoted as:

-t
@2 1-q

For each of the parameters in the model, the parameter estimates and corresponding standard
errors (S.E) were computed. Both directional models, namely, the von Mises and ssvM distributions
are presented within the same table together with the relevant distance model considerations. The
first distance model being fitted is the Gamma distribution. No skewness was found to be present
in the directional data so an arbitrarily small value of ¢ = 0.1 is selected for the skewness parameter
of the ssvM. Note that when ¢ = 0, the ssvM simplifies to the usual von Mises distribution.

In Table 7\(1/\’) and Agk) represent the shape and scale parameters of the Gamma and Weibull
distributions, the shape and scale parameters for the for the power Lindley distribution and the
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location and scale parameter for the Gumbel distribution respectively for state k. In Table|1} the ""
indicates that these parameters are insignificant at a 10% level of significance.

Table 1. The estimation of the model with the von Mises and ssvM distributions for the directional component and the
Gamma, Weibull, power Lindley and Gumbel distributions as the distance component

Gamma Distribution Weibull Distributi power Lindley Distribution Gumbel Distribution
von Mises ssvM von Mises ssvM von Mises ssvM von Mises ssvM
Estimate S.E Estimate S.E Estimate S.E Estimate S.E Estimate S.E Estimate S.E Estimate S.E Estimate S.E
State 1 qn 0.2788 0.0891 0.2788 0.0891 0.2716 0.0859 0.2716 0.0859 0.0734 0.0409 0.2942 0.1128 0.9484 0.1879 0.8344 0.2177
" 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1
K:}‘:ms‘ 1.2666 0.3328 1.2666 0.3328 1.2225 0.3326 1.2225 0.3326 0.1872 0.0707 3.4148 1.5498 0.9161 0.4563 0.5617 0.3463
Ki‘u)t 0.1601* 0.3013 0.1601* 0.3013 0.1582* 0.2929 0.1582 0.2929 -0.0852 0.0883 -4.0876 1.8133 -0.8856 0.4668 -0.5757 0.3541
K(:L)nler 0.3733* 0.2994  0.3733" 0.2994 0.3298* 0.2895 0.3298 0.2895 0.1868 0.0743 1.014 0.8774 0.9493 0.4168 0.7412 0.3215
)\El) 0.6478 0.1373 0.6478 0.1373 0.7179 0.0954 0.7179 0.0954 3.3596 0.1758 3.1673 0.3069 0.2099 0.0123 0.2134 0.0106
?\(l) 3.0445 0.8451 3.0445 0.8451 1425 0.5103 1425 0.5103 0.7012 0.0287 0.7712 0.0907 0.1407 = 0.1416 =
State 2 P 0.0231 0.0231 0.0231 0.0231 0.0258 0.0258 0.0258 0.0258 0.2709 0.2709 0.0114 0.0114 0.2824 0.2824 0.3723 0.3723
" 1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 -
K(Dz:ms‘ 0.0274* 0.0618 0.0274* 0.0618 0.0183* 0.0644 0.0183 0.0644 -0.7817*  0.4073 0.0591* 0.0585 -0.0034* 0.1054 0.0021* 0.1446
l<i2u)t 0.1454 0.0698 0.1454 0.0698 0.146 0.0712 0.146 0.0712 4.5847 1.5542 0.2478 0.0654 0.3707 0.1118 0.4198 0.1481
K(Cze)me, 0.259 0.0694 0.259 0.0694 0.2612 0.0705 0.2612 0.0705 3.9761* 1.2426 0.3326* 0.0682 0.1774* 0.1066 0.1467* 0.1485
7\(12] 1.2626 0.0774 1.2626 0.0774 11143 0.0478 1.1143 0.0478 4.1603 0.3915 3.5031 0.1794 0.2109 0.0066 0.2095 0.0069
?\(,2) 0.1351 0.012 0.1351 0.012 0.1757 0.0093 0.1757 0.0093 0.7602 0.0264 0.7075 0.0288 0.1388 = 0.1382
Likelihood -794.91 = -795.433 = -798.301 = -798.825 E -1005.93 e -1012.17 e -523.568 = -524.586
AIC 1613.82 = 1614.867 = 1620.603 = 1621.65 B 2035.856 = 2048.35 = 1071.135 = 1073.171
BIC 1666.918 = 1667.965 = 1673.701 = 1674.748 = 2088.954 = 2101.448 = 1124.234 = 1126.27
Model Run Time 76.01s = 78.39s = 92.69s = 96.23s > 65.655 = 67.19s = 72.53s = 74.965

Across all four models, minor increases in the AIC and BIC values are noted in the ssvM case
in comparison to the usual von Mises case. The estimates also do not significantly differ across all
models between the von Mises and ssvM distribution. Based on the results presented in Table|1} the
Gumbel distribution performs the best when modelling animal movement distances based on the
BIC values across both directional cases, however, estimated parameters do not differ significantly
from zero which yields this models position in modeling as poor. The Gumbel distribution should
be used cautiously as the pdf could shift to the left. It is interesting that although the power Lindley
distribution is a mixture of the Gamma and Weibull distributions, it had the worst performance in
terms of the BIC values. The performance of the power Lindley distribution will be further inves-
tigated in the bootstrap simulation study.

The power Lindley distribution had the fastest run time for the modelling procedure, followed
by the Gumbel distribution, Gamma distribution and finally, the Weibull distribution from Table
The run times were computed using the tictoc package available in R (Izrailev, [2021). This illus-
trates that the alternative parametric distance considerations are more computationally efficient for
distance in this BCRW model. An interesting distinction in the results is the significance of certain

) 2 .. .
parameters in the model. Across all models, Kée)rsist was insignificant at a 10% level of significance.

() 4 )

In both the Gamma and Weibull distributions, K¢ and Keeneer were both found to be insignificant
as at a 10% level of significance whereas this was not the case for the power Lindley and Gumbel
distributions. This difference could be due to the manner in which the model classifies distances into
the two movement states. Therefore, the amount of information available in the particular move-
ment state used for parameter estimation could differ between the models, influencing the p-value.
These differences will be highlighted by the stationary distributions in Table

For the first state of the model, large estimates were obtained across all models for the av-
. . . 2 (k)3 (K . . .. .

erage distance travelled by the animal i.e. ?\(1 )?\(2) with the exception of the Gumbel distribution.
An interesting highlight is that the power Lindley obtained similar distances to the Gamma distri-
bution in state one, reinforcing the idea to further investigate its performance as a distance model

consideration it this animal movement modelling context. The caribou exhibit positive directional
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persistence in their movement illustrated by K(l) across the models. For both the Weibull and

persist
1 1 .. . . .
Gamma models, Kﬁu)t and ng)mer had positive estimates with fairly large standard errors. In contrast,

(1)

the power Lindley and Gumbel models noted a negative estimate for k;; and a positive estimate for

1 . .
Kﬁe)mer with fairly large standard errors. These large standard errors could be due to the fact that
there is limited amounts of data which is available for state 1. In order to obtain the average speed

at which the animal moves in this state, 5\(11)5\9)/4 is computed. The Gamma distribution reported

a distance of approximately 494m per hour, with the power Lindley reporting 611m per hour, the
Weibull reporting 255m per hour and lastly, the Gumbel reporting 7m per hour. The Gumbel dis-
tribution clearly doesn’t provide a reasonable estimation in this scenario as previously highlighted
by the average distances obtained.

For the second state of the model, the animal is in its "encamped" state in which it is primar-
ily stationary. Smaller estimates were found for the average speeds with the Gamma reporting 44m
per hour and the Weibull reporting 49m per hour. The power Lindley and Gumbel distributions
reported 357m per hour and 7.4m per hour respectively which is a stark contrast to the Gamma and

@

persist
all models which is a sensible result given the stationary movement state of the caribou. Both of the
environmental factors considered in the model were found to be significant. It is interesting to note

&)

that kg, was significant and positive for this state across all models when the caribou never reaches
this area as illustrated by Figure [1} This may be a fortuitous relationship given the north-south
movement trajectory of the caribou and the southern location of the regenerating tree cuts.

Weibull results. The directional persistence k was found to be insignificant in this state across

The stationary distribution of the latent fitted Markov chain is in the first state with the cor-

qf . This probability can also show the number of sightings the caribou
R

was observed travelling. Using the von Mises directional results, the stationary distributions are
summarised in Table 2 below:

responding probability

Table 2. Stationary distribution of the latent fitted Markov chain for state 1

Probability ~ No. of travelling States

Gamma 0.0765 47
power Lindley 0.1126 69
Weibull 0.0868 54
Gumbel 0.2294 142

The number of travelling states observed for the caribou expressed in the table above provides an
explanation to the low precision and high standard errors found across all models in the first state.
The Gumbel distribution found the largest amount of travelling states, yet, provided the smallest
estimate for distance travelled. In contrast, the power Lindley distribution found a larger amount
of travelling states than the Gamma and Weibull counterparts and provided a larger estimate for
distance travelled in state 1.

Using the stationary distributions in Tableand parameter estimates obtained in Table Figure
provides an illustration of how the various distributions fitted the distances for state 1. Figure
illustrates that the power Lindley and Gamma distributions fit the distances relatively well with the
Weibull distribution providing a slightly worse fit, especially when modelling the longer distances.
The worst is clearly the Gumbel distribution, where the shape of the pdf hardly fits the distances
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being modelled, particularly in the beginning where the larger distances are observed.

Distance
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Figure 2. The various distance component fits for the model for state 1.

4.2 Adeeper insight: bootstrap study

In the previous section, the power Lindley distribution was considered as an alternative for the
distances in animal movement modelling. Upon closer inspection of the obtained estimates, the
power Lindley distribution proved to be a unique consideration in the context of animal movement
modelling in light of its parametric performance and interpretability. The motivation for further
investigation into this model is the construction of the power Lindley distribution, which consists of
a mixture between the Gamma and Weibull distributions as well as the appeal of increased compu-
tational efficiency as illustrated by the lower model run times in Table|1} In this section, a bootstrap
procedure is performed using the von Mises distribution for the directional component to obtain the
bootstrap distribution for the parameters of the power Lindley distribution from the fitted model.
It should be noted that both the directional and distance components were jointly modelled, but
only the distance component fits are illustrated. This bootstrap study aims to "mimic" real data for
illustrative purposes which will be able to highlight the potential capabilities of the power Lindley
distribution.

The algorithm for the bootstrap of the power Lindley distribution is outlined below:

1. Generate m = 100, 300 samples of size n = 617 i.e. the size of the dataset with replacement from
the original dataset.
2. Calculate and store the estimated scale and shape parameters of the power Lindley obtained from

fitting the BCRW model i.e ?\(f) and ?\(Zk) defined as in the previous section for states k = 1,2 as
well as the AIC, BIC and log-likelihood values for each resample.
3. Calculate the bootstrap distribution and summary statistics for each of the parameters.
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4. Plot the bootstrap distribution (histogram) with a vertical reference line for the median.

Across all the histograms, the solid black vertical reference line represent the median value of
the sample statistic. The median is considered to be a more robust measure of location than the
mean due to the skewed nature of some of the sampling distributions. The results for the summary
statistics and bootstrap distributions are shown in Table 3{for m = 100:

Table 3. Summary statistics of the bootstrap distributions obtained for m = 100

Min 1st Quartile  Median Mean 3rd Quartile Max

AD o6 3.29 3.47 3.53 3.68 5.38
A a0 3.32 3.54 3.62 3.70 7.16
AV 054 0.68 0.71 0.71 0.74 0.97
AP s 0.68 0.71 0.73 0.74 153
AIC 36329 84822 123116 146197 183392  6078.44
BIC -31020 90132 128426 151507  1887.02 613154
LL  -3027.22  -90496  -60358 71898  -412.11  193.65
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Figure 3. Bootstrap histograms for m = 100 where the black vertical line represents the median of the sample statistic.

These values obtained when m = 100 resemble the results found in the previous section, however,

(k)

a large spread of values is once again noted for the scale and shape parameter estimates i.e. A

and 7\<2k) for states k=1,2. It is interesting to note that the AIC and BIC values have decreased in
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comparison to the results shown in Table |1} Furthermore, the bootstrap distributions are right-
skewed with the exception of the likelihood bootstrap distribution. Large amounts of variability
are exhibited by the bootstrap results as illustrated by the spread of values obtained in Table|3| The

Brazilian Journal of Biometrics

results for the summary statistics and bootstrap distributions are tabulated in Table 4 for m = 300.
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Table 4. Summary statistics of the bootstrap distributions obtained for m = 300

Min 1st Quartile  Median Mean 3rd Quartile Max
A 07 3.32 3.50 3.60 3.80 6.60
A? 199 3.29 3.51 3.57 3.73 7.16
AD o5 0.69 0.71 0.72 0.75 1.07
A2 o 0.68 0.71 0.72 0.75 153
AIC  -63349  937.37 137199 165203  2090.86 786578
BIC -580.39  990.47 142509 170513  2143.96  7918.88
LL  -3920.89  -103343  -674.00 -814.02  -45668  328.74
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Figure 4. Bootstrap histograms for m = 300 where the black vertical line represents the median of the sample statistic.

The parameter values of A

(k)

and Agk)

for k = 1,2 are similar to the values obtained by Table
As the sample size increased from m = 100 to m = 300, the median AIC and BIC values increas
but remain lower than the Gamma distribution and Weibull distribution results in Table [ This
indicates that for certain subsets of data, the power Lindley distributions performs on par with the
other models and in some instances, outperforms these models whilst retaining interpretability and

T
8000
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computational efficiency. This is an important discovery which highlights the potential of the power
Lindley distribution as a candidate for distance modelling. The performance of the power Lindley
for modelling distance in animal movement illustrates better performance than the Weibull and
Gamma distributions, whilst still remaining true to the movement nature of the caribou as previously
highlighted in the discussion of the parameter estimates obtained.

5. Finalthoughts

This paper proposes alternative parametric considerations for direction and distance in the con-
text of animal movement modelling. The two alternative parametric considerations introduced
in this paper are the power Lindley- and Gumbel distributions to model the animal’s distances in
the model. Furthermore, the ssyM distribution is a more flexible directional modelling consider-
ation in comparison to the traditional von Mises distribution due to its ability to account for both
multimodality and asymmetry without the loss of interpretability or logic. The gamma distribu-
tion outperformed the power Lindley and Weibull distributions when modelling the distances in
the original fit model. However, the power Lindley distribution had a similar performance to the
Gamma distribution based on parameter estimates and calculated measures obtained whilst remain-
ing interpretable and more computationally efficient. This warranted further investigation via an
insightful bootstrap study to further investigate the performance of the power Lindley distribution
as a consideration for the modelling of distances within the animal movement. The bootstrap study
revealed that the power Lindley distribution is a powerful consideration in distance modelling of an-
imal movement. The power Lindley distribution may be suited to certain animal movement datasets
(or subsets of this data), which emphasises its inclusion into the animal movement modelling context.
No perfect model exists that will have the best performance across many datasets or studies. The
performance of models and model selection is a data-driven process and will differ across studies.
This study has highlighted certain distributions may outperform others within contexts and certain
distributions are more well suited for this modelling context than others. Future work may include
other potential candidates for the direction- and distance marginals (for example, Bekker et al,, 2022
and Ferreira & van der Merwe, 2022), as the study and implementation of this type of joint model
with angular- and linear data remains theoretically challenging and computationally heavy.
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