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Abstract

In this paper we have proposed classes of ratio-type estimators for finite population mean in presence of non-response
in stratified sampling. The properties of the estimators have been discussed. We have also derived optimum choices
of scalar constant to reduce the bias in the estimators which make suggested classes of estimators almost unbiased.
The expressions of mean square error (MSE) have been derived up to the first order of approximation. We have
compared our proposed classes of estimators with natural ratio estimators and with estimator under complete
response. Results are also supported by empirical study.
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1. Introduction

Cochran (1977) introduced ratio estimator for estimating population mean when study
variable and auxiliary variable are positively correlated. It is always been observed that the use
of auxiliary information results in efficiency gain of the estimators over the estimators where no
auxiliary information is used. Stratified sampling allows researchers in making the precision of
the estimators better than the simple random sampling. So stratified sampling has often proved
requisite in enhancing the precision of the estimators (Singh et al., 2007).

Sometimes, in survey sampling, individuals who are selected for the survey are not able to
take part in the survey which further leads to non-response problem. First time in literature non-
response problem was examined by Hansen & Hurwitz (1946) in which they proposed a
technique of taking a non-respondent’s sub sample after first mail effort and that sub sample is
enumerated by taking personal interview meeting. El-Badry (1956) further expanded Hansen-
Hurwitz technique. Using the sub sampling procedure from non-respondents. Khare &

© Brazilian Journal of Biometrics. This is an open access article distributed under the terms of the Creative Commons Attribution licence
(http://creativecommons.org/licenses/by/4.0/)



http://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0002-7356-5649
https://orcid.org/0000-0003-3473-8209
https://orcid.org/0000-0001-7133-4743

Brazilian Journal of Biometrics

Srivastava (1993, 1997) proposed two phase sampling ratio and product estimator for the
population mean and studied their properties. Kadilar (2003, 2005) suggested estimators in
stratified sampling. Later Tabassum & Khan (2004) revisited the work of Khare & Srivastava
(1993, 1997). Singh et al. (2008), Singh et al. (2009), Chaudhary et al. (2009), Chaudhary et al.
(2011), Malik and Singh (2012), Sharma and Singh (2013), Malik and Singh (2013), Singh et al.
(2014) and Sanaullah et al. (2015) have introduced some improved estimators in stratified
random sampling. We have introduced almost unbiased optimum ratio type estimators
(AUORE) in existence of non-response for estimating mean and compared the estimator under
complete response. In this work we have explored the properties of proposed estimators for the
following two cases, firstly when existence of non-response is considered on study variable and
secondly when existence of non-response is considered on study variable and on auxiliary
variable.

Let us consider a finite population whose size is N. We stratify the population into L strata
which are homogenous in nature. N, is considered as the size of i*" stratum (i = 1,2,3,...,L)
and Y¥_, N; = N. We select a sample of size n from the population in such a way that in every i*(th)
stratum, we select a sample of size n; from the N;, where ¥}, n; = n. Here Y and X are the study
and auxiliary variable with population means Y and X respectively.

In this article following two cases are considered:

Q) When existence of non-response is considered on Y.

(i)  When existence of non-response is considered on Y and X both.

We have taken into account the following notations for their further use:

R: Set of Real numbers.

Ve and X, are the sample means of Y and X respectively.

V,i1. Mean for the it stratum based on n;; units of response group in the sample.

V.uiz. Mean for the i stratum based on u;, units of non-response group in the sample.

yi.. Hansen-Hurwitz (1946) unbiased estimator for population mean Y under stratified sampling.

SZ:,S%:» - Mean square of entire group of study variable (including response and non-response

group) and non-response group of study variable in the population for the i stratum respectively.

Wi, = Niz, Non-response rate in the i startum of the population.
Nj

— Mz, Ni - Nt
i = uiz’pl N and fi Nin;
p;: Correlation coefficient in the i*” stratum between variable Y and X.
For these two cases we define following ratio type estimator for estimating the population

mean Y in the existence of non-response.

2. Proposed Estimators

Here we define ratio type estimator for two cases first one when existence of non-response is taken
only in auxiliary variable X and another one when existence of non-response is taken in study
variable and auxiliary variable both

2.1 Ratio type estimator when existence of non-response is taken in variable X
We define following ratio type estimator when existence of non-response is taken only in variable X:

s\ K
Vi = i (3)  where k=1,2and 3 1)

Using this proposition in equation (1), we put forward a class of estimators vV ":
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V* = Yo ax Vi (ETy) (2)

where T; is the set of all the feasible ratio type estimators for estimation of population mean Y when
existence of non-response is taken only in study variable.

a are the suitable chosen constants that are used for reducing the bias in the set of real numbers
such that

Yiciap =1 (ax €R) (3)
R is the set of real numbers.

For attaining the Bias and the MSE expression of the suggested estimator V* we have taken
into account the following transformation:

ya =Y +ey), xi=X(1+e)and xg, = X(1+ e;) (4)

such that E(ey) = E(e;) = E(e;) =0
Further following lemmas have been used:

. *2 V( -;) 1 (m;—1)
Lemmal: E(ey) = % vt [flSyl = Wiz&?iz] ®)
] V(Xst) 1
Lemma 2: E(e?) = L =% L PEfiSE (6)
Lemma 3: E(ee )=m L Zp f.p.5,:S )
. 01 Y_X YX i iYYiY Xi
V( S) 1 ( i 1)
Lemma4: E(e”) = 2 L p? [ﬁ = izs)%iz] 8
e ey Cov(Vg, Xy) 1w (m; -1)
Lemma 5: E(e€;) Z# ZW; P! | fiSvii + n—iWiZS>2(iYi2 (9)
N;—n;
where f; = N

Using the transformations defined in equation (4) our proposed estimator V* takes the
following form

_\k

* 3 _* X — * 3 _

\ :Zakyst()_(_j :Y(1+e0)zak(1+el) “ (10)
k=1 st k=1

Theorem 1: The Bias and the MSE expression of the estimator V* to the first order of
approximation are

B(V*) = 7|Zhos SE T, fiv? (1 + KOR?SE — 2RpiSyiSx)}]| (11)
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* i_l
MSE(V*) = |Shey pF PR wioSyiz + Shoy fip? (S + A2R2S} = 24RpiSyiSxi}|  (12)
where A = Y3_, kB,
Proof: To attain the Bias of the estimator V*, we expand the equation (10) and ignore the
higher order terms,

Vi=33_a,Y [1 +e5 — ke, + k(k;l) e? — kegel] (13)

We subtract Y from both the sides of equation (13) and took expectation of the equation (13), we
attain our expression of bias as

* * V4 1 k
B(V*) = EV* = V] = 2| Zhos S5 {5k, fp? (U + DRSS — 2Rp;SyiSxi)}| (14)
MSE expression for the estimator V* is

MSE(V*) = E[V* = Y]? = Y2E[E}-; axe; — Zi-1 kaxe,]? (15)

Expanding RHS of equation (15) and taking expectation, we attain MSE(V*) as given in
equation (12)., where A = Y3 _, kay

2.1.1 Almost unbiased version of the estimator V*
Now differentiate equation (12) with respect to A and equate the result to zero, we attain the
minimum MSE (V™) at

_ Yl fip?piSyiSxi
A= - L l_ 22 (16)
RYi_, fiDi Sk

Putting the value of A in MSE expression (12), we attain the minimum MSE of the estimator
V* as

, % (m;—1) (kL fipiPiSyiSxi)?
Min. MSE(V ) = %:1 plz n; WiZSlgiZ + Zf:lﬁplz Slgi — == zl:_L } 2;2 _X (17)
i i=1JiPi°xi

By applying following intrinsic conditions, the propounded classes of estimators are made
almost unbiased.

(1) The sum of weightsisone i.e., a, +a, +o; =1

(i) The approximate biases of the propounded classes of estimators are zero i.e. B(V*) =0

(i) MSE of estimator attain minimum under optimum condition.

For achieving the third condition MSE has been minimized with respect to A which gives
the solution of A as:

Yi_ . fiP?PiSyiSxi
A=Yk = SRl ey = Alsay) (18)

From the above three conditions we get three simultaneous equations to determine the unique
values of scalar a;F (k = 1,2,3).
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al + 0(2 + 0(3 = 1 (19)
0(1 + 2“2 + 3“3 = A1 (21)

Solving the equation (19), (20) and (21) we get unique values of scalar ;¢ (k = 1,2,3) as
follows:

a, = A, —34, +3 (22)
a, = —2A;* + 54, -3 (23)
as =42 — 24, +1 (24)

Substituting the values of &% in equation (12) we attain an AUORE V;; of the population mean
as:

Vr = (4 =340+ 3)5% () + (-24:° +54, - 3)y () + (4° - 24, + Dy ()] (29)

*
t

L 2
L fpfpiSviSyi
Where Al 21_1];lplpl2Yl2 Xl.
RYiz1 [iPi Sk

The variance of AOURE V; of population mean is

* (m;—1) Gk, Fip?piSyiSxi)?
Var(Vog) = lL=1 piz Tll Wizsxgiz + 2%:1 fipiz S}%i - él,l } l_zzé ,Xl (26)
i i=1JiPi xi

2.2 Ratio type estimator when existence of non-response is taken in study variable Y
and auxiliary variable X both
We define second class of ratio type estimator when existence of non-response is considered
in study variable Y and auxiliary variable X both.

Vit =2 (2)" @)
where k=1,2 and 3
Using the above preposition in equation (27) we put forward the following estimator:
V" =Yi1 B Ve (ETY), (28)
where T, is the set of all feasible ratio type estimators for estimating population mean Y when non-

response is considered in Y as well as X.
B, denotes suitably chosen constants used for reducing bias in the set of real numbers such that
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YiciBe=1 (B €R) (29)

Similarly, as in previous case, here we have obtained bias and MSE expression and applied
similar intrinsic conditions as in the previous one and the class of estimators V** is made almost
unbiased.

Using approximations:

Theorem 2: Bias and the MSE expression of the estimator V** up to the first order of
approximation are as follows:

- 1 k i—1
BO™) = 3| Zios B {Shos fip?[Ck + DR2SE; = 2RSyixal + oy T pPwioShiz — 25y |
.. (30)

*% ( L 1)
MSE(V*") = Si_1 b} fi(Sp; + BR?Sg; — 2BRSgyy) + X1 pf = n; Wiz (S¢iz + B?R?Sgip —
2BRS%iyiz) ... (31)

where B = Y3 _, kfBx
Proof: expand equation (28) in terms of e, and e,

k(1+k) *

V= Tho BV (1+ €5 — kei + — keje;) (32)

Subtract Y from both the sides of equation (32) and take expectation to get the bias of V** as
B*™) = E[V" = 7] =V 53, LE[(k + DE(e;”) — E(eiep)] (33)

And proceeding in the similar manner as in previous case we get expressions for bias as well
as MSE given by equation (30) and (31) simultaneously.

2.2.1 Almost unbiased version of the estimator V™

To get the optimum value of B, we differentiate equation (31) with respect to B and equate
it to zero.

)Wiz Sxiyiz

L 2 L z(mz 1)
RZi:lpifiSXL"'zl 1P; n;

L 25 2 L 2(m—1
X1 Pi fiSyixitXic1 P} ( l

= Bi(say) (34)

Wi2Sxi2

%
where R = =
X
2

[Zl 1D; (f Syixi+ Mwizsxwiz)]

(ml 1)

(m;-1)

Min. MSE(V*") = S, p? (fiS% + T2 wipSE, ) — (35)

L .2 2
i1 Pj [fiSXl WlZSXlZ]

Proceeding similarly as before we get optimum values of 8,,B,,B; as
Bl == B% - 3B1 + 3

B3 = B% - 2B1 + 1
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Substituting these values of B (k =1,2,3) from equation (36) in equation (28) we get
AUORE of population mean as

-1 =\ 2 =\ 3
*% 2 = % X 2 = % X 2 =% X
Vor = |(Bf =3By +3)y5e | = | + (=2Bf +5By —=3)y5e | = | + (BT — 2B+ D)y | =
Xst Xst Xst
.(37)
Yo PEfiSPixit Tl Piz(m,i_l)wizSXiYiz
Where B, = .

(mi-1)
RZL 1Pi flSXL"'Zf 1P 12 Tll Wiz2Sxi2

And the variance of the AUORE V,; to the first degree of approximation is obtained as

m; — 1 2
N L , , (m; — 1) [Zl 1Pl (fiSYiXi %lesxmz)]
Var(Vog) = z pi <fiSYi + TWiZSYﬂ) (m; — 1)
i=1 ' i1} [fis)%i + —lnl. WiZS)%iz]
..(38)

3. Comparison with y;; and natural ratio estimator under non-response

Natural ratio estimators Vg, and Vg, in existence of non-response defined for two
circumstances are:

Vr1 = Vit ( ) when existence of non-response is taken only in Y.

Vro = Vit (—) ; When existence of non-response is taken in Y as well as X
Xst

The MSE of estimators Yz, and V, are given by

(m;—1)
MSE (Vgy) = [ i= 1P12mn_i lZSYlZ + Z 1szl (Sn + RZSXL ZRplSYlSXL)] (39)

(m; 1)
MSE (Vgy) = [Zl 11712 T le(Shz + RZSXLZ 2RSyiyi) + Zz 1Di fz(SyL + SXL ZRSXLYL)]
...(40)

Since yZ is an unbiased estimator of ¥, therefore variance of yZ, is given by

(mi—l)

o 1
Var(yg) = le ( )pl SYL + Z Wi2Di SYLZ (41)

Percent relative efficiency (PRE) of the proposed estimators with respect to usual estimator
y+: and natural estimator Vg, and Vx,.

: MSE (75)
PRE(V3p) = P, = in;) x 100 (42)
sk MSE( '; )
PRE(V;:) =P, = in;) X 100 (43)
MSE(VR1)

Var(Vjg)
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PRE(VS:) = P, = 25EUR2) o 109 (45)

Var(Vog)

4, Comparison with estimator under complete response
Estimator under complete response is given as

3 Yo
Voe = Z B Vs EX_] (46)

k=1
The variance of the estimator V5 is given by

Var(Vog) = Zf=1fi Piz (ngi + RZS)%i — 2Rp;SyiSxi) (47)

5. Numerical analysis
For numerical analysis we have considered the following data set.
Population sources (1): Sarjinder Singh (2003) Page No. 762 and obtained the following

results:
In a circus there are three types of elephants, viz., light, medium, and heavy in weight and

some information about them is listed below in table 1:
x: Food, kg/day

y: weight, kg
Table 1. Stratum means, Mean square errors and correlation coefficients
Stratum  N; n; Y; X; Syi Sxi Syixi pi
No.
1 250 20 2000 100 500 60 17500 0.58
2 150 12 3500 150 400 30 8400 0.70
3 100 8 5000 150 200 20 2800 0.70

Optimum values of scalars oc'f and B'f (j=1,2 and 3), presented in table 2 and table 3, used in the
estimators reduces bias to the first order of approximation.

Table 2. optimum values of a]'-s(j = 1,2 and 3)

Scalars Population (1)
a 1.9442
a, -1.2956
as 0.3514

Table 3. optimum values of ﬁ]fs(j =1,2and3)atw;, =0.1and k; =2

Scalars Population (1)

B 2.2681

B, -1.8040
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Ba 0.5359
Table 4. PRE table for population |
Wiy mi, PRE (V) with PRE (Vo) with PRE(Vjp) with ~ PRE(Vop) with
respect to yi respect to yg; respect to Vg, respect to Vz,
0.1 2 155.12 160.51 347.45 240.37
2.5 154.61 162.78 345.98 285.29
3 154.12 165.11 344.53 330.99
3.5 153.63 167.51 343.09 377.52
0.2 2 154.12 165.11 344.53 330.99
2.5 153.15 169.97 341.68 424.92
3 152.21 175.12 338.89 522.52
3.5 151.32 180.57 336.17 624.16
0.3 2 153.15 169.97 341.68 424.92
2.5 151.76 177.80 337.52 572.81
3 150.45 186.35 333.51 730.27
3.5 149.20 195.70 329.63 898.83

As given in the table 4, PRE of our suggested estimators V;; and V5 with respect to existing
estimators shows that proposed estimators performs better than the y* . and natural ratio estimator.

6. Conclusion

We have proposed class of AUORE in stratified sampling using auxiliary information by
considering the existence of non-response on (i) study variable only, (ii) study variable as well
as auxiliary variable. Then we have derived the expression for the bias and the min MSE in each
case. From the table 4 we come to an end that the suggested estimators perform better than y;;
estimator and natural ratio estimator under non-response, and therefore our presented class of
estimators is suggested for practical application under both the discussed circumstances.
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